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Abstract—In this paper, we propose a cross-layer error control framework for robust and low delay multimedia streaming in tandem-connected IEEE 802.11 wireless LANs and the Internet. For this network configuration, we model the end-to-end delay and packet loss rate as a function of the automatic repeat request (ARQ) and forward error correction (FEC) error control mechanisms that are employed at the application and wireless link layers. The analytical model is used as the basis of a delay-constrained error control algorithm that adapts the protection level at the application and link layers so that the end-to-end packet loss rate is minimized. With extensive simulations, we validate the efficiency of the proposed cross-layer error control methodology for delay-sensitive pre-compressed video streaming.

Index Terms—802.11 wireless LAN, ARQ, cross-layer design, FEC, hybrid wireless/wired network, wireless multimedia streaming.

I. INTRODUCTION

One important characteristic of compressed multimedia streams is their vulnerability to errors. In wireless local area networks (WLANs), this problem is very difficult to address since the unreliability and time-varying nature of the wireless channel, user mobility, and contention at the medium access control (MAC) layer can cause both bit errors and packet erasures. Even with QoS enhancements to the wireless LAN protocols like the IEEE 802.11e [1], packet losses that are caused by wireless errors are unavoidable, and they can only be reduced by error control mechanisms that are employed at different layers of the protocol stack [2]. The most well-investigated techniques that deal with errors in multimedia streaming applications include error resilient source coding, error concealment, and channel coding with forward error correction (FEC) and automatic repeat request (ARQ). In this paper, we are interested in transport-level mechanisms and so we focus our attention in the later two.

The least complex of the two techniques is ARQ that is usually employed either at the application or link layers. The disadvantages of ARQ are the requirement of a reverse channel and the variable network delay. However, it can offer extremely low error rates for a given amount of redundancy. The performance of application-layer ARQ for video streaming applications has been studied in a wide range of channel conditions [3], [4]. For real-time video communications delay constraints are very strict, making thus the retransmission of lost packets not particularly useful in a practical setup. To overcome this problem, FEC is usually employed [5]–[8]. On the other hand, the disadvantage of FEC systems is that they require the transmission of a large amount of redundant data to overcome poor channel conditions. However, they can offer a fixed network delay. An interesting analysis that presents possible tradeoffs between the degree of reliability and the resulting delay for wireless video transmission can be found in [9]. In most practical systems, FEC is usually employed with an interleaver at the source encoder so that a burst loss is spread over many FEC codewords. The disadvantage is that the interleaver introduces additional delay that must be taken into account by the streaming application [10].

To combine the best features of the two schemes, several works have suggested the use of hybrid approaches that use either application-layer ARQ or FEC depending on the channel conditions [11], [12]. For pre-compressed video streaming, a generalized rate-distortion framework for studying different streaming and error control scenarios at the application layer was presented in [11]. Works that follow similar principles can be found in [13], [14]. For real-time video encoding and streaming, the same hybrid ARQ/FEC approach was also shown to be very effective [12]. There has also been an interest in using cross-layer information from the protocol stack in order to perform error control more efficiently. For example in [15], the authors use information from the application layer so that the number of link-layer retransmissions is adapted depending on the importance of each packet. An analytical cross-layer method that considers application-layer FEC and wireless link-layer ARQ, but only for the protection of scalable encoded video, is thoroughly described in [16].

While in the previous works the various flavors of ARQ and FEC systems have been demonstrated as an effective way to combat packet erasures, thorough performance analyses of the interactions between the error control techniques that are employed at different layers of the protocol stack are limited. In this paper, we develop a new cross-layer performance model that considers the effect of wireless link-layer ARQ, application-layer ARQ, and application-layer FEC, on the average packet loss rate and delay of transmitted media packets. This model is developed for a channel that considers a tandem connection between a wireless LAN and a wireline IP-based backbone. The analytical expressions that we derive, are used for real-time adaptation of the basic error control schemes that are employed at the application and wireless link layers. Our goal is to demonstrate that the proposed scheme can contribute to more efficient adaptation by avoiding duplicate effort across layers.
This paper is organized as follows. An overview of the proposed system is presented in Section II. Based on the adopted system model, we systematically derive the end-to-end delay in Section III. In Section IV we present the performance model that characterizes the overall end-to-end packet loss rate. Based on our previous analysis, in Section V we define the problem of cross-layer error control and we provide a simple solution algorithm. In Section VI we present simulation results that stress-test the validity of the model and the actual performance of the proposed algorithm for video streaming experiments. Finally we present our conclusions in Section VII.

II. SYSTEM OVERVIEW

Fig. 1 depicts the main components of the proposed system architecture for wireless multimedia streaming with cross-layer error control. The media source, which can be a real-time encoder or a pre-compressed media file, generates media packets that are initially sent to the application-layer FEC encoder. In this work, we implement FEC by considering systematic Reed-Solomon (RS) codes, even though the proposed modeling framework could be easily extended to work with other codes. Fig. 2 depicts how FEC is applied for a group of media packets that are transmitted with our streaming system. FEC is applied across the source packets so that each generated transport packet contains parts both of the source payload and of the parity bits. The RS(n,k) encoder generates n - k additional packets for k input source packets. If π is the packet erasure rate before error recovery, the probability of RS decoding failure is equal to:

\[ P_{\text{dec}} = 1 - \sum_{i=0}^{n-k} \binom{n}{i} \pi^i (1 - \pi)^{n-i}. \]  

For a source with a data rate of \( R_a \) packets/s, the resulting FEC bitrate is \( R_a(n - k)/k \) packets/s. FEC will also introduce an additional delay since \( k \) packets must be buffered before RS encoding. Furthermore, in case of a single packet loss, \( n \) transport packets must be buffered before RS decoding takes place. To avoid additional delays in the playback process at the client, RS encoding is applied on \( k \) source packets that will have the same playback deadline at the media decoder. After the RS encoding is over, the \( n \) transport packets are placed in the application buffer, while a copy of each packet is also stored in the retransmission buffer. Each packet is assigned a maximum number of application-layer retransmissions denoted as \( N_a^m \). Negative acknowledgments (NACKs) are also used at the application layer for reporting gaps in the sequence numbers of the received media packets. When a retransmission request arrives through a NACK, the requested packet that is stored in the retransmission buffer has priority over the regular application buffer, and is transmitted as soon as the network allows it. Subsequently, a UDP/IP header is added by the network layer. The IP packet is sent next to the 802.11 MAC layer which appends a header of 28 bytes, and creates an MAC protocol data unit (MPDU) for wireless transmission. Each MPDU can be retransmitted up to \( N_m^w \) times by the link layer. Once the packets are correctly transmitted at the wireless physical layer, they are forwarded by the access point to the wireline IP network.

A. Channel Model

To capture the error process in the end-to-end path that is illustrated in Fig. 1, we adopt a joint model between the wireless and the wireline channels. In this paper, we model each of the two channels with a two-state Markov chain, since it has been demonstrated that this is a good approximation of the error process both in wireless fading channels [17] and the Internet.
III. DELAY ANALYSIS

Deriving an analytical expression for the end-to-end packet erasure rate is not enough for characterizing the performance of our system since ARQ is employed both at the application and link layers. Therefore, it is important to model the effect of retransmissions on the delay and eventually the overall error rate experienced by the media streaming application. If we consider all the delay components that affect the transmission of a single packet, the one-way end-to-end delay for a video packet \( l \) can be written as

\[
L = L_{\text{enc/dec}} + L_{\text{dec}} + L_{\text{pkt}} + L_{w} + L_{N}.
\]

where each of them has a mean processing time plus waiting time equal to \( (\gamma/\nu) + (1/\alpha) \) and variance \( (1/\alpha^2) \). Furthermore, the forward trip time has a mean equal to \( \mu_F = \gamma + (\nu/\alpha) \), and variance equal to \( \sigma_F^2 = (\nu/\alpha^2) \). Both \( \alpha \) and \( \nu \) are calculated by periodically estimating the mean and variance of the forward and backward trip time at the receiver, and transmitting their values to the sender which uses the following equations [11]:

\[
\alpha = (\mu_F - \sigma_F)/\sigma_F^2 \quad \text{(5)}
\]

\[
\nu = (\mu_F - \sigma_F)/\alpha. \quad \text{(6)}
\]

However, the aforementioned approach is used for modeling and estimating the one way delay, which means that the delay added from retransmissions has to be recalculated when packet erasures take place. Therefore, the overall delay experienced by a single packet, that includes subsequent retransmissions and immediate negative acknowledgments, will be characterized by the joint distribution of the forward and backward trip delays. Furthermore, according to the adopted network delay model, the delay experienced by a lost packet is correlated to the delay of the last successfully sent packet since packets are sent back-to-back [11]. Therefore, for \( i \) application-layer retransmissions the probability that a packet \( I \) was late can be obtained if we consider the joint distribution of the total forward and backward trip time:

\[
P_r\{I_{x,y,0}^i > \tau_i\} = \int_{\tau_i}^{\infty} f_F^{(1)} \cdots f_F^{(i+1)} * f_B^{(i)} * \cdots f_B^{(i)} dt. \quad \text{(7)}
\]

In this equation \( \tau_i \) is the maximum allowed delay for packet \( I \), while \( f_F \) and \( f_B \) are the probability distribution functions of the forward and backward trip delays respectively. Note that the above equation corresponds only in the delay experienced over the Internet path.

B. Delay Analysis for the 802.11 WLAN

The next step in our analysis is the derivation of the transmission delay for every 802.11 MPDU in the wireless link when the point coordination function (PCF) is used. With the distributed coordination function (DCF) in IEEE 802.11, the delay that each packet experiences depends on the number of contending users at the MAC layer. In this paper, we limit our analysis to the performance of a single user where packet losses are caused by wireless link errors since the PCF mode offers contention-free channel access. Regarding the detailed operation of the IEEE 802.11 MAC, the interested reader is referred to [19], [20]. In this section we will analyze the MAC protocol actions during successful and unsuccessful transmissions of an MPDU since they have different impact on the overall delay.

We denote the transmission delays experienced by a single MPDU during a loss and no-loss event as \( L_1 \) and \( L_2 \) respectively. Also, \( S_1 \) is the size of the source packet \( I \), \( S_0 \) the combined header overhead, and \( R_m \) the data rate for the selected 802.11a PHY transmission mode with \( m \in 1, \ldots, 8 \). With PCF, when the wireless station transmits a data MPDU, it receives an acknowledgment after a duration of a short inter-frame space (SIFS) [19]. When the 802.11 ACK frame is received, the sender
transmits a new data MPDU after another period equal to SIFS. Therefore, the transmission delay is simply equal to

\[ L_2 = \text{SIFS} + \frac{S_t + S_o}{R_m} + \frac{S_{\text{ack}}}{R_1}. \]  

(8)

An MPDU transmission can fail either with the loss of the data or the acknowledgment. When a data MPDU transmission fails, the sender does not receive an ACK after a duration of SIFS, and it retransmits the data MPDU after a duration equal to a PCF inter-frame space (PIFS) [19] (note that PIFS>SIFS). This sequence of actions means that the transmission delay in this case will be

\[ L_{1a} = 2 \left( \frac{S_t + S_o}{R_m} + \text{PIFS} + \text{SIFS} + \frac{S_{\text{ack}}}{R_1} \right). \]  

(9)

On the other hand, when the ACK MPDU transmission fails, the sender is able to sense the failed ACK transmission (busy medium). When this transmission ends and the medium is free, the sender waits for SIFS and retransmits the data packet. The transmission delay in this case will be equal to

\[ L_{1b} = 2 \left( \frac{S_t + S_o}{R_m} + 3\text{SIFS} + 2 \frac{S_{\text{ack}}}{R_1} \right). \]  

(10)

The combined packet loss probability for these two cases is given by \( p_w = p_{1a}p_{2a} \). The packet loss probabilities due to wireless link erasures \( p_{1a} \) and \( p_{2a} \) can be obtained from the underlying MAC layer which maintains this information. The average delay caused by any of these types of loss events can be written as \( L_{a1} = p_{1a}L_{1a} + p_{2a}L_{1b} \).

Now the probability that \( i \) retransmissions are needed for successful transmission of an MPDU, out of the \( N_{w}^{\text{m}} \) allowed is given by

\[ \pi_w = \frac{(1-p_w)^i}{1-p_w^{N_{w}^{\text{m}}+1}}. \]  

(11)

Also, given \( N_{w}^{\text{m}} \) and the wireless packet erasure rate \( p_w \), we can calculate the average number of link-layer retransmissions as follows:

\[ \bar{N}_w = \frac{1-p_w^{N_{w}^{\text{m}}+1}}{1-p_w} - 1. \]  

(12)

For application-layer ARQ, \( \pi_a \) and \( \bar{N}_a \) will have the same form because the same assumptions hold for the underlying erasure channel. If we add the MPDU transmission delay for the case where there was a delivery failure even after the \( N_{w}^{\text{m}} \)-th retransmission, we obtain the average transmission delay for \( N_{w}^{\text{m}} \)-truncated link-layer ARQ as follows:

\[ L_{w} = \sum_{i=0}^{N_{w}^{\text{m}}} \pi_w(iL_A + L_2) + (N_{w}^{\text{m}} + 1) L_2. \]  

(13)

Note that this expression is the average value of the delay in the wireless link which means that the sender has to re-calculate it by measuring variations in the included parameters.

### C. End-To-End Delay

To calculate the overall end-to-end delay experienced by a single packet, we have to consider the effect of all the error control mechanisms in use. First, we calculate the probability that a transport packet \( m_t \) will miss the playback deadline of the corresponding source packet \( l \) after \( i \) application-layer retransmissions:

\[ P_{r_{m_{\text{TM}}}}^{(i)} = P_r \left\{ L_{N_{w}^{\text{m}}}^{(i)} + iL_w > \tau_{m_{\text{q}}} \right\} = P_r \left\{ L_{N_{w}^{\text{m}}}^{(i)} > \tau_{m_{\text{q}}}^{'} \right\}. \]  

(14)

Since \( \tau_{m_{\text{q}}}^{'} \) is constant for given \( i \), the probability distribution function of the previous equation is a time-shifted version of (7). Nevertheless, we have to calculate the probability that \( i \) application-layer retransmissions are needed for the correct transmission of a single transport packet. In the same way we derived this expression for the link-layer retransmissions, we can write

\[ \pi_a = \frac{(1-p_a)^i}{1-p_a^{N_{a}^{\text{m}}+1}}. \]  

(15)

So the probability that the transport packet \( m_{\text{q}} \) will miss the playback deadline, for any possible number of retransmissions, will be

\[ P_{r_{m_{\text{TL}}}} \left\{ L_{m_{\text{q}}} > \tau_{\text{q}} \right\} = \sum_{i=0}^{N_{m_{\text{q}}}^{\tau_{\text{q}}}} \pi_a P^{(i)}_{r_{m_{\text{TM}}}} \]  

(16)

However, because of FEC, for \( k \) source packets \( n \) transport packets are transmitted by the application. If more than \( n-k \) transport packets arrive late for the playback deadline then RS decoding will fail. Therefore, the probability that the source packet will miss its playback deadline will be

\[ P_r \left\{ L_k > \tau_{\text{q}} \right\} = \sum_{j=n-k+1}^{n} \left( \begin{array}{c} n \\ j \end{array} \right) \prod_{m=1}^{j} P_{r_{m_{\text{TM}}}} \left\{ L_{m_{\text{q}}} > \tau_{m_{\text{q}}} \right\}. \]  

(17)

since any combination of more than \( n-k \) lost packets will result in an RS decoding failure and of course a missed playback deadline. This equation reveals an interesting case where we might have an RS decoding failure not because of a packet erasure, but because of a late packet arrival.

### IV. END-TO-END PACKET LOSS RATE

Recall that \( p_w \) and \( p_0 \) are the packet erasure rates of the wireless and wired links respectively without considering re-transmissions. Also, \( N_{a}^{\text{m}} \) and \( N_{w}^{\text{m}} \) are the maximum allowed retransmission attempts at the application and link layers respectively. With the adopted channel model, the packet loss rate for \( N_{w}^{\text{m}} \)-truncated ARQ will be equal to \( p_w^{N_{w}^{\text{m}}+1} \). After application-layer ARQ is also applied, the total end-to-end packet loss rate will be equal to \( \pi_{N_{a}^{\text{m}}+1}^{\text{m}} \). With both application and link-layer ARQ, (2) will become

\[ P_{r_{2}} = \pi_{N_{a}^{\text{m}}+1}^{\text{m}} = \left( 1 - \left[ \frac{1-p_w^{N_{w}^{\text{m}}+1}}{1-p_0} \right] \right)^{N_{a}^{\text{m}}+1}. \]  

(18)
Therefore, with FEC, application and wireless link-layer ARQ in the hybrid end-to-end path, after substituting (18) in (1), we obtain the overall end-to-end packet erasure rate denoted as $P_{e_2 e}^{\text{dec}}$.

If the maximum allowed delay for packet $l$ is $\tau_l$, the overall packet loss rate that takes into account late packets can be obtained from (17). The final formula for the end-to-end effective packet loss rate will be

$$
\epsilon_l = P_{e_2 e}^{\text{dec}} + \left(1 - P_{e_2 e}^{\text{dec}}\right) \frac{1}{N} \sum_{l=1}^{N} \{L_d > \tau_l\}.
$$

(19)

V. OPTIMAL CROSS-LAYER ERROR CONTROL

The analytical expressions derived in the previous section are used by a simple cross-layer adaptive error control algorithm. The objective of this algorithm is to minimize the effective packet loss rate given the maximum allowed end-to-end delay $\tau_l$ and available channel rate $R_T$. The parameters that the algorithm can adjust during this process, are the retransmission retry limits $N_{\text{m}}$ and $N_{\text{a}}$, and the RS code for a group of $k$ source packets. The objective can be formally written as follows:

$$
\left(N_{\text{m}}, N_{\text{a}}, n/k\right) = \arg \min(\epsilon_l)
$$

s.t. $L_d \leq \tau_l$ and $R_s + R_{\text{a}q} + R_{\text{dec}} \leq R_T$.

(20)

$R_{\text{a}q}$ and $R_{\text{dec}}$ denote the channel rate dedicated to application/link-layer ARQ and FEC respectively, while $R_T$ denotes the available channel bandwidth. Note from (19) that both the end-to-end delay and $\epsilon_l$ can be increased as the selected protection strategy becomes stronger. The proposed model is used precisely for fast online calculation of the optimal error control combination. It is also possible that the multimedia streaming application configures specific values for both the maximum $\tau_l$ and $\epsilon_l$. Finally, the network parameters that are used by the models are estimated both at the sender and the receiver. The receiver is mainly responsible for measuring the mean and variance of the overall end-to-end delay and also $\pi$. The sender measures $p_w$ and calculates the wireless link-layer delay $L_w$ according to (13) and the wireline packet erasure rate $p_o$ according to (2).

VI. PERFORMANCE EVALUATION

Our initial goal is to evaluate the accuracy of the overall packet loss rate model. Furthermore, we use the developed model for exercising cross-layer error control in a real video streaming experiment. For the aforementioned experiments, we now describe certain aspects of the evaluation setup that are similar. We used the ns-2 network simulator to simulate an 802.11a WLAN connected in tandem with a wireline IP network. The end-to-end connection includes the media server which is located in the wireless network, and the receiver that is located in the Internet. The capacity of the wireless link is set to 12 Mbps, that corresponds to a QPSK modulation scheme. The IEEE 802.11a MAC protocol operates in the PCF mode. The timing parameters were set as follows: SIFS = 16 $\mu$s, PIFS = 25 $\mu$s. The combined header overhead (application, transport, network, MAC) is 68 bytes.

A. Model Accuracy

For evaluating the accuracy of the end-to-end packet loss rate model, we tested three statically configured error control combinations. For this set of simulations, we set the average end-to-end delay and bandwidth of the wireline IP channel at 100 ms and 10 Mbps respectively. All the results for this group of simulations were averaged for 100 runs.

The cumulative distribution function of the number of delivered packets (i.e., packet success rate $PSR = (1-\epsilon_l)$%), can be seen in Fig. 3(a). We present analytical and simulation results for $p_w = 10\%$ and $p_o = 5\%$. The first important observation that can be made from this figure, is that the use of link-layer ARQ ($N_{\text{m}}^m = 4$) leads to substantial performance increase since $p_w$ dominates the overall packet loss rate. The additional application-layer ARQ/FEC mechanisms improve slightly the performance below 200 ms. After nearly 250 ms, link-layer ARQ reaches the maximum error correcting capability, and the use of an application-layer error control mechanism can improve performance. Our simulation results in this figure are characterized by the same trend with the proposed model. However, we observe that the simulation results for the stand-alone FEC scheme are closer to what the model predicts. The reason for this result is that FEC introduces a constant delay in our simulation, while with ARQ the end-to-end delay estimate is updated continuously.

B. Video Streaming Experiments

For the actual video streaming experiments, the wireline packet loss rate $p_o$ is set equal to 5\%. The bandwidth, and average forward and backward delays are set equal to 10 Mbps, 80 ms and 40 ms respectively. Occasionally, cross-traffic was introduced so as to create small delay fluctuations but without generating packet losses. The QCIF sequence Claire was encoded at 30 fps with the H.264/AVC JM12.2 software [21]. We used only I and P frames and we set the GOP size at 64 frames. The QP was set equal to 14 in order to get constant video quality. Furthermore, the maximum source video packet
FEC systems with equal to 10% the number of actual retransmissions. Purpose of these simulations is to highlight quantitatively FEC performs worse than all the FEC with equal to 2%. However, for FEC scheme for a delay constraint higher than 180 ms. Results in quite low packet success.

ARQ error control schemes: The hybrid ARQ containing comparative results, we implemented four adaptive error control mechanisms when cross-layer signaling is allowed.

It is also interesting to note in the same figure the performance of the ARQ,L/FEC system, that is similar with the ARQ,L/FEC scheme for a delay constraint higher than 180 ms. This result should be expected because the optimal value of the retry limit for the later scheme, coincides in most cases with the hard-coded value in the 802.11 MAC. But below 180 ms, the ARQ,L/FEC system performs better since it defers from using aggressively link-layer retransmissions, but instead it uses the available bandwidth for stronger FEC protection.

In Fig. 4(b), we examine the performance of the ARQ,A/FEC and ARQ,L/FEC systems with p_d = 5% but for different values of p_w. Purpose of these simulations is to highlight quantitatively the effect of packet erasure rate variations on the system performance. The first thing that can be said is that the differences in performance between the two schemes are more significant for the higher wireless PER of 10%, since link-layer retransmissions are used more frequently. We also observed that hard-coding the link-layer ARQ at the maximum value of 7, that is also the case for the ARQ,A/FEC system, did not create performance problems for a channel p_d equal to 2%. However, for a higher p_w equal to 10% the number of actual retransmissions was increased considerably and it had negative impact on delay of the wireless link L_w. This means that for a low delay constraint, the higher value of L_w results in quite low packet success rate and eventually low video quality in terms of PSNR. However, with the adaptive link-layer ARQ mechanism, the retry limit is set to a lower value instead of persistently being equal to 7.

Table I presents representative results for the optimal values of all the error control parameters that were calculated by the ARQ,A/FEC and ARQ,L/FEC mechanisms in the previous experiments. These results demonstrate more accurately the relative decisions that were made by the tested error control schemes. Two observations can be made from the results in this table. First, we see that ARQ,L/FEC is reducing aggressively the use of link-layer retransmissions since a high retry limit introduces delay of several milliseconds contrary to FEC. Second, the proposed scheme makes increased use of link-layer retransmissions.

size is set at 1000 bytes. With this frame size, the encoded P frames are packetized into three transport packets. For obtaining comparative results, we implemented four adaptive error control schemes: The hybrid ARQ,L/FEC scheme where FEC is applied at the application layer and ARQ is applied at the wireless link layer. The ARQ,L=7/FEC system that employs only application-layer FEC, while at the wireless link layer the retry limit is set equal to 7 since it corresponds to 802.11 real-life implementations. The ARQ,A/FEC scheme where both mechanisms are employed at the application layer, while the default 802.11 retry limit is used at the link layer. Finally, the proposed system where the error control schemes are employed in a joint optimization setting is denoted as ARQ,L/FEC.

In Fig. 4 we present the average quality in terms of the peak signal-to-noise ratio (PSNR) at the video decoder versus the allowed end-to-end delay for 20 simulation runs. The first striking observation about the results in Fig. 4(a) is that below a specific delay constraint ARQ,A/FEC performs worse than all the other schemes. The reason is that for a strict delay constraint, ARQ,A/FEC can use FEC while at the link layer the default retry limit that is equal to 7, results into several retransmissions that are useless due to the low delay constraint. On the other hand, for a low delay constraint the proposed ARQ,L/FEC is using extensively FEC at the expense of link-layer ARQ since the arrival of these retransmissions is expected to be late. The performance improvement suggests that it is crucial to explore not only the available tradeoffs between ARQ and FEC at the application layer, but also at the wireless link layer. However, when the allowed delay is increased the use of application-layer ARQ from both systems results in significant improvement of the video quality, since most retransmissions arrive on-time and the delay at the wireless link layer has minimal effect. On the other hand, ARQ,L/FEC performs very well for low delay but it under-performs above 160 ms because of the constant overhead introduced by FEC. At the same time, in the operational area above 200 ms, ARQ,L/FEC can start using application-layer retransmissions. This result demonstrates clearly that the proposed scheme is able to combine the best characteristics of the basic error control mechanisms when cross-layer signaling is allowed.
as \( p_e \) and \( \tau \) are increased but it still scales back the retry limit in order to accommodate application-layer retransmissions. This last case happens for \( \tau \) equal to 200 ms.

### VII. CONCLUSION

In this paper, we presented a cross-layer error control framework that can contribute to improved robustness for delay-sensitive multimedia streaming in tandem-connected wireless LANs and the Internet. We developed an analytical model that expresses the end-to-end delay and packet loss rate as a function of both the application-layer ARQ/FEC and wireless link-layer ARQ error control algorithms. Subsequently, we proposed the use of this model for adaptively controlling the aforementioned error algorithms depending on the channel conditions. Our simulations showed that for minimizing the effective end-to-end packet loss rate, it is necessary to consider the delay introduced by each of the employed error control schemes. Furthermore, we demonstrated that the proposed scheme is able to calculate optimal error control configurations that cannot be identified when a subset of the available options is considered.
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