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Abstract

In this paper we explore the use of a new rate–distortion metric for optimizing real-time Internet video streaming with

the transmission control protocol (TCP). We lay out the groundwork by developing a simple model that characterizes the

expected latency for packets send with TCP-Reno. Subsequently, we develop an analytical model of the expected video

distortion at the decoder with respect to the expected latency for TCP, the packetization mechanism, and the error-

concealment method used at the decoder. Characterizing the duo protocol/channel more accurately, we obtain a better

estimate of the expected distortion and the available channel rate. This better knowledge is exploited with the design of a

new algorithm for rate–distortion optimized encoding mode selection for video streaming with TCP. Experimental results

for real-time video streaming depict improvement in PSNR in the range of 2 dB over metrics that do not consider the

behavior of the transport protocol.

r 2007 Elsevier B.V. All rights reserved.

Keywords: Video streaming; TCP; Distortion model
1. Introduction

Streaming pre-encoded or real-time video over
the Internet is a popular application that continues
to gain interest as new entertainment services are
continuously introduced. In today’s Internet, the
transmission control protocol (TCP) protocol that
transports the bulk of the existing traffic [8] is
considered unsuitable for video streaming applica-
tions, while its counterpart UDP is usually the
protocol of choice. The main reasons why TCP is
unsuitable for this class of applications are the rapid
e front matter r 2007 Elsevier B.V. All rights reserved
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throughput fluctuations and the reliability mechan-
ism which introduces additional delays [31]. There-
fore, it is generally believed that the transport
protocol of choice for video streaming should be
UDP, on top of which several application-specific
mechanisms can be built (error control, rate control,
etc.) [31]. However, the absence of congestion
control from UDP can cause performance dete-
rioration for TCP-based applications if wide-scale
deployment takes place in the Internet [8,14]. That is
the reason behind the IETF effort to define a new
rate control protocol, which is characterized by the
same behavior with TCP in the long run, but allows
smoother throughput fluctuations [12]. Even so,
this standardization effort is in progress and is
considered an active research topic. Despite these
.
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efforts, however, the majority of commercial
IP-based video streaming systems unexpectedly so
employ TCP for transport layer services of pre-
encoded video content [25,32,24]. The widespread
use of TCP and its well-understood behavior
dominated over the concerns regarding TCP’s
deficiencies.

We will see that even with the reliable TCP, the
problem is essentially error control. Handling errors
is a critical task in a video communication system.
Especially for real-time video communications delay
constraints are very strict, making thus retransmis-
sion of lost packets not particularly useful in a
practical setup. To overcome this problem, methods
like forward error correction (FEC) are usually
employed [26,9]. However, the primary environment
where FEC methods are effective is when random
bit errors hit the bitstream, while buffer overflow in
the Internet generates packet erasures because of the
packet drops. This is what would happen if we build
a video streaming system with TCP. Furthermore,
even though TCP has the inherent retransmission
mechanism for error control, when the application
payload are video packets, error control obtains a
new meaning. This is true because TCP may be able
to recover packets with retransmissions but they
may be received too late for playback. While
someone could ‘‘hack’’ TCP so that it can avoid
unnecessary retransmissions, we believe that this
cross-layer option is rather invasive to the standar-
dized TCP.

Therefore, blindly using TCP for video streaming
will not yield the best possible performance. We
believe that when TCP is used for video streaming,
we should take into consideration its behavior
explicitly so that we can maximize the delivered
video quality. The question that we will answer in
this paper is how to perform this task efficiently.
TCP is a reliable protocol and uses retransmission
for packets assumed lost, according to its internal
mechanisms. These mechanisms are fast retransmis-
sion and retransmission after timer expiration.
These mechanisms incur a specific latency for the
retransmitted packets which can be calculated
precisely and captured in a simple model. In
this way the encoder can take into account the
additional delays (which are translated to lost
macroblocks) explicitly and in real-time. The
encoder can also use the closed-form TCP through-
put formula for rate control [23].

Our intention with this paper is to demonstrate
that real-time video encoding and TCP streaming
can be done more efficiently together than the
current practice, since we can tackle some of the
problems by employing a new systematic optimiza-
tion approach. What we suggest is to use a new
rate–distortion metric that takes into account the
aforementioned TCP behavior (through the devel-
oped models), so that we can estimate the expected
distortion of the video signal at the decoder.
Subsequently, the real-time encoder will use this
metric in order to optimize decisions for the
encoding of individual macroblocks. This is essen-
tially an implicit cross-layer mechanism since the
application will regulate its behavior according to
the limitations of the underlying protocol but
without requiring any modifications of the protocol
stack. In summary, two are the goals that we set to
achieve with this paper:
�
 Derive analytically the expected distortion for a
video bitstream at the decoder when TCP-Reno
is used for transport.

�
 Select optimal encoding mode for each individual

macroblock at the encoder.

The rest of this paper is organized as follows. In
Section 2 we present the related work in the area of
video streaming with TCP. Section 3 presents an
overview of the proposed system, while important
aspects of our system like the used codec, pack-
etization method, error-concealment method, and
network model are covered in more detail. In
Section 4 we analyze, based on the previous
configuration, how specific encoded macroblocks
of a video sequence are sent and lost with TCP.
From this analysis we derive the macroblock loss
probability as a function of TCP sender parameters.
Subsequently, Section 5 analyzes how the latency of
these lost macroblocks is affected, since they are
retransmitted by the reliable TCP protocol. By
knowing which macroblocks are lost, and if they
can meet their deadline or not, we present in Section
6 an analytical model of the expected decoder
distortion. In Section 7, we present an algorithm for
the main goal of our analysis: select the optimal
encoding mode based on the expected decoder
distortion. Experimental results are finally presented
in Section 9 while Section 10 concludes this paper.

2. Related work

During the last few years, the research community
has proposed a number of optimization mechanisms
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for video streaming with TCP. We review the most
noteworthy of these mechanisms next. One of the
first mechanisms is time-lined TCP [22], where
TCP video streaming is realized by allowing the
operating system to control the transmission of
data that have strict deadlines. A similar approach
to the previous one can be found in [17]. In that
work, the main task of the TCP-RTM receiver is to
deliver out-of-order packets to the application
regardless of when they arrive. But this approach
requires modifications both to the TCP sender
and receiver. However, both the aforementioned
approaches do not deal with issues related to the
TCP retransmissions and bandwidth fluctuations. In
a receiver oriented approach [16], the authors
evaluate multimedia streaming with TCP, and
conclude that buffering at the client can handle the
retransmission delays and the congestion control
induced throughput variations of TCP. Another
receiver-driven technique for video streaming, that
introduced the idea of receiver-based delay control
(RDC), was presented in [13]. The idea is that a
receiver delays TCP acknowledgments based on
feedback from routers. One interesting mechanism
for TCP-based streaming can be found in [19].
The main idea that the authors had was to provide
an approximate CBR channel to the streaming
flow that is using TCP, through prioritization
over other flows at the last mile connection of the
receiver. This is the bandwidth sharing system
(BWSS). An analytical study that we are aware of
has been reported in [30], and the authors present a
model for a simple TCP-based video streaming
scenario. One of the most recent works can be
found in [10], where the proposed technique for
TCP streaming is realized at the server which
selectively drops frames in order to match the
available bandwidth.

In summary, one common characteristic of
majority of the aforementioned mechanisms is that
they consider modifications and enhancements to
TCP or the infrastructure, while they ignore the
nature of the content which is a video bitstream.
Mechanisms that do consider the nature of video
data are the source coding network adaptive
algorithms [31]. For example, an interesting ap-
proach is rate–distortion optimization (RDO) [18],
which is based on the tradeoffs between quality and
bitstream size. The advantage of this approach is
that it can accommodate rate fluctuations with
appropriate modification of the quantization para-
meter at the encoder. However, large variations in
the quality of the received video and significant
processing overhead are two of its disadvantages.
Other approaches use RD metrics in order to select
the optimal encoding mode at the macroblock level
at the sender [36,33,6]. A complete and general
framework for the RD optimized packet scheduling
has been developed in [5,4], where the authors
estimate the end-to-end video distortion for several
streaming scenarios. They propose a heuristic
algorithm for finding a suboptimal scheduling
policy that optimizes the receiver distortion. Several
more sophisticated algorithms have been developed
since then [3,15,35]. In [35], a new scheme for RD
optimized streaming for MPEG-4 layered video
considers the use of unequal error protection
through FEC. Other works for RD optimized
streaming include [20], in which the authors
proposed new heuristic algorithms for estimating
the expected distortion in real-time. While most of
the above RD-based algorithms are fairly sophisti-
cated, they ignore one important parameter which is
the behavior of the protocol stack.

3. System overview

Fig. 1 depicts a simplified block diagram of
the end-to-end real-time video streaming system.
Based on this system model we will derive the
desired metric that captures the end-to-end distor-
tion. Besides encoding the input sequence, the
encoder performs rate control by polling the TCP
protocol in order to obtain the instantaneous
available channel rate. At the client, a small
startup delay is used before the video playback
starts, while the server continuously sends video
packets which are stored at the playback buffer. In
our system, this startup delay depends on the
number of correctly received frames, which should
be more than eight before playback commences. We
have to note that since we are using the connection-
oriented TCP, the duration of the startup delay is
slightly longer.

While the above sequence of events is typical in a
client/server type of streaming application, a set of
extra steps are performed by our system. Through-
out the streaming session, the streaming server
estimates in real-time the end-to-end distortion
as a function of the distortion of the individual
macroblocks, the expected end-to-end latency, the
packetization method, and the error-concealment
method at the decoder. Besides the aforementioned
parameters that are estimates, the parameters that
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Fig. 2. Packetization of encoded macroblocks according to the

scattered slices and row interleaving methods.
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Fig. 1. Proposed media streaming architecture based on TCP.
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are used and are based on actual measurements
are the value of the congestion window and the
phase of the TCP sender (slow start or congestion
avoidance).

This cross-layer information is used for enhan-
cing the short-term projections of the available TCP
rate. According to the algorithm that we will
present, the real-time encoder selects an optimal
encoding mode for each individual macroblock
based on the RD metric that was just described.
Based on the expected distortion, we use Lagran-
gian relaxation to find the optimal encoding mode
for each macroblock which might be intra or inter.
Intraencoding means that spatial redundancy is
exploited at the encoder (with DCT), while the
intermode means that temporal redundancy is
also exploited (motion estimation/compensation).
Therefore, we can understand that estimating the
expected distortion timely and accurately should be
one of the primary concerns of this work. The
explanation of specific encoder options follows next.

3.1. Coding options and packetization

The input video bitstream is compressed with the
H:263þþ encoder [11] and for rate control we
maintain the TMN8 implementation. The selection
of the packetization method at the sender is
important, since it can have different effects on
the quality of the reconstructed video at the
decoder. Therefore, we investigate two error-resili-
ent packetization methods that are based on a slice
organized bitstream. These methods are scattered
slices and macroblock row interleaving (Fig. 2). The
use of a slice-structured bitstream is an error-
resilient tool that works in close cooperation with
the error-concealment at the decoder, which will
also be considered as part of our distortion model.
However, one problem with any interleaved pack-
etization method is that the source coder will
perform block level prediction only within the
blocks that will be packetized sequentially. This
approach results in a slight reduction of the
prediction gain.

Now, in Fig. 3 we see in detail the adopted
packetization method for TCP. Each frame is split
into several macroblocks which are grouped into
slices. A TCP packet probably carries more than
one slice. In each of these slices, the appropriate
RTP headers are inserted. It is possible, however,
that a group of macroblocks that belong to a
frame do not fit exactly into one TCP packet.
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The macroblocks that do not fit form a separate
slice and are placed in the next TCP packet.

A simple hybrid error-concealment method is
incorporated into the model. The first one (EC1)
uses temporal interpolation, and replaces a lost
macroblock with the same macroblock from the
previous frame. The second (EC2) is an enhanced
version of EC1 and copies the motion vector from a
correctly received neighboring macroblock, and
identifies the appropriate macroblock from the
previous frame. Intuitively, we can see that when
the packet size allows only a small number of MBs,
then EC2 would perform better since many adjacent
macroblocks will be available in the face of a packet
loss. In our system the concealment method is
selected during initialization of the streaming session.

3.2. Channel model

Many studies have shown that the first-order two-
state Markov chain (i.e. the Gilbert path model) can
approximate fairly well the behavior of the Internet.
However, in this paper we adopt the Bernoulli path
model which is a simplification of the Gilbert model.
The reason why we selected a simpler path model
comes from the need to model initially TCP,
or at least some parts of its behavior, so that we
can use these results online by our system. By
following a more complex path model, and there-
fore TCP model, the overall system complexity
will be unnecessarily increased. With the Bernoulli
model the only quantity needed to model the
channel is the average packet loss rate. The average
packet loss rate is simply calculated by dividing the
number of lost packets with the total number of
packets lost or received:

PL ¼
# lost

#ðlostþ receivedÞ
. (1)
4. Packet-level analysis of video streaming with TCP

Our primary goal is to understand on the packet
level, how TCP would send a stream of video
packets that are packetized as groups of encoded
macroblocks. Essentially, we want to be able to
identify precisely which macroblocks are expected
to be lost when the TCP packet that contains them
is lost. Ultimately this knowledge will be used for
estimating the expected distortion at the decoder.
An important point that must be clear before we
start our analysis is that we are concerned only with
the congestion avoidance phase and not the initial
slow start. We think that this assumption is valid in
a practical setup, since a streaming session repre-
sents a persistent data transfer that will spent most
of the TCP connection lifetime in the congestion
avoidance phase. During this period we want to
understand TCP behavior, and act appropriately at
the encoder.
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Let us revisit Fig. 3 and see in more detail the
adopted packetization method for our TCP stream-
ing system. We assume of course a constant number
of macroblocks per frame m, while the number of
encoded macroblocks that can fit into a TCP packet
is q. According to our streaming model, the encoder
and packetizer commit RTP packets (header plus
encoded macroblocks) to TCP. The encoded macro-
blocks that will be contained in a single TCP packet
will probably belong to more than one frame, if the
frame size is smaller than the allowed TCP pay-
load.1 There are two values that we want to know
and these are the actual lost macroblocks Mlost,

2

and the projected lost macroblocks ~Mlost. This first
value is the result of actual measurements since the
TCP sender has knowledge of the specific packets
that were lost. This is information is used at the
encoder so that ~Mlost and the distortion estimate can
be appropriately updated. However, the estimation
of the expected number of lost macroblocks
depends on the adopted channel model and will be
our next topic.
4.1. Loss probabilities for TCP packets and

macroblocks

Estimating which TCP packets are expected to be
lost is not a trivial task. Given the nature of Internet
routers which might drop packets at their discretion
when buffer overflows occur, we cannot project,
even in the short term, the fate of the packets that
we will sent. However, stochastic modeling of the
Internet, and more specifically of TCP, has given
tools with which we can estimate the long-term
protocol behavior [23,2]. These models assume a
known channel behavior, based on which they make
estimates regarding the evolution of TCP conges-
tion window.

Have a look at Fig. 4, where we demonstrate how
the TCP congestion window is evolved until a
packet loss is identified at the sender based on a
triple-duplicate (TD) event. Each vertical stack of
blocks denotes the number of packets sent during a
time frame of one RTT. The time frame between
two successive loss events is called a no-loss round
(NLR). After a packet loss, and at the start of the
new NLR j, the TCP congestion window will grow
1This value depends on the maximum segment size. For QCIF

frames typical sizes of P frame macroblocks are in the area of

100 bytes.
2Bold letters indicate vectors.
from W j�1 packets to W j . If we assume that the
TCP packet with sequence number a is lost, all the
subsequent packets in the same RTT round will also
be lost [1], since we assumed a Bernoulli packet loss
model. But because a� 1 packets have been
acknowledged, then W j � 1 more packets will be
sent. From these new packets bj will be received
correctly, since they are sent in the next RTT round
as seen in Fig. 4. Therefore, in total they will be lost:
lj ¼ 2W j � aj � bj � 1 packets. For simplicity we
assume that bj ¼W j=2, which is a good approx-
imation. Also, since we adopt the Bernoulli packet
loss model, the congestion window will be evolved
according to the following equation [23]:

W ðPLÞ ¼
2

3
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4ð1� PLÞ

3PL
þ

4

9

s
. (2)

From this simple analysis we can understand that
essentially we would like to know what is the value
of aj, or else the expected number of correctly sent
packets during an NLR j in TCP congestion
avoidance phase. But the value of aj depends on
the adopted channel model, which in our case
follows a known Bernoulli distribution. Therefore,
if the average packet loss rate is p, the probability
that k � 1 are received before a loss occurs will be
P½a ¼ k� ¼ ð1� pÞk�1p. Therefore, the average va-
lue of a will be 1=p. In order to exploit this result,
our streaming system measures the average packet
loss rate p as we described in Section 3.2. Based on
this value it estimates the expected number of sent/
acknowledged packets during an NLR ~a, and also
checks the actual number of sent/acknowledged
packets. Intuitively, The more packets we have sent
without a loss, the highest the probability that loss
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will take place close to ~a, and the congestion
window will be halved.

It is also possible that a packet loss is identified
not with TD event but with a timeout (TO). If this
happens then TCP would additionally decrease
the congestion window to one packet leading
to a halt in the data flow. Our analysis in that
situation would not be different since our goal
is to estimate ~a. The fact that the congestion
window will be drastically reduced (one packet),
and will therefore contribute to excessive delay for
subsequent packets, will be analyzed in the next
subsection.

4.1.1. Complete frames within an NLR

Our goal now is to find the macroblocks that
correspond to the TCP packets that are expected to
be lost with the probability that we previously
calculated. In order to start our analysis, assume
that in each NLR only complete frames are sent
starting from the first macroblock of a frame.
Later we will relax this assumption so that macro-
blocks of a frame can be transmitted in the next
NLR. Recall that we assume a constant number
of macroblocks per frame m, and the number
of encoded macroblocks that can fit into a TCP
packet is q. Based on the packetization method
explained in the previous section, the total number
of correctly sent macroblocks will be aq, and the
total number of lost macroblocks will be lq, making
thus the number of complete frames sent equal to
baq=mc. Therefore, the sequence of complete frames
that are expected to be sent in an NLR only are the
ones with id:

~Fcomplete ¼ 0; . . . ;
aq

m

j k
� 1

n o
. (3)

This makes the number of MBs that were sent and
lost equal to aq�mbaq=mc. In addition we know
that the TCP packets with sequence number a till
aþW j þ b� 2 will be retransmitted meaning that
the MBs with id aq till lq ¼ ðaþW j þ b� 2Þq will
be retransmitted. Let the notation Mn

i denote the
macroblock with id i that belongs to frame n. Then
the estimate is that the following vector of macro-
blocks will be lost:

~M
j

lost ¼ fM
n
aq; . . . ;M

nþbaq=mc�1
ðaþW jþb�2Þq

g (4)

and also the following macroblock sequence will be
received correctly:

~M
j

correct ¼ fM
n
0; . . . ;M

nþbaq=mc�1
aq�1 g. (5)
The additional latency incurred by the lost macro-
blocks will be calculated in the next section. This
fact must be taken into account when calculating
the distortion estimate, since the probability of
arriving on time will be reduced.

4.1.2. Frames separated across NLRs

Another case that has to be considered is when at
the start of new NLRs, the sender must transmit
remaining macroblocks that belong to a previous
frame. Assume that at the start of the NLR j a
number of h macroblocks from frame n have to be
transmitted, through the creation of new slice. Then
we have for the sequence of lost macroblocks

~M
j

lost ¼ fM
n
m�h; . . . ;M

n
m�1; . . . ;M

nþbaq=mc�1
ðaþW jþb�2Þq

g. (6)

The previous equation is important since we know
the vector of macroblocks that were lost, allowing
us thus to quantify their effect on the expected
distortion.

Since we said that the path is assumed to generate
packet loss according to the Bernoulli model with
average packet loss rate p, the probability that a

packets are received is

Pa ¼ ð1� pÞap. (7)

If we denote as Zn
i the TCP packet that contains

macroblock i of frame n, the expected macroblock
loss probability P

ðn;iÞ
L is

P
ðn;iÞ
L ¼

0 if n ¼ 0;

1� ð1� pÞZ
n
i if n40;

(
(8)

and of course P
ðn;iÞ
R ¼ 1� P

ðn;iÞ
L . The usefulness of

Eq. (6) is to estimate which macroblocks belong to
the same TCP packet and therefore have the same
loss probability as calculated by Eq. (8).

4.2. Modeling the packetization method

The next step in our methodology is to formalize
the packetization methods that in our case can be
macroblock row interleaving and scattered slices.
Our goal with this step is to quantify in the expected
distortion the effect of the selected packetization
method. Online change of the selected packetization
method might not be useful, but as it has been
observed sequences with different spatial and
temporal patterns exhibit different PSNR quality
according to the selected duo packetization/EC
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methods [28]. Essentially, the nature of the encoded
video affects the efficiency of the selected error-
concealment method. However, we do not delve
into this issue in this paper.

Having said that, someone can easily see that the
distinction of different packetization methods re-
sides in the selection of the packet in which
macroblock Mn

i will be placed. Consider the method
of scattered slices, where adjacent macroblocks in
scan order are placed in different slices. This means
that with q macroblocks per TCP packet, Mn

i would
be placed in TCP packet (from Fig. 2)

Zn
i ¼ 2

i

2q

� �
þ ðimod 2Þ. (9)

For the macroblock row interleaving case, each line
of macroblocks corresponds to a single slice.
Therefore, the form would be simpler:

Zn
i ¼

i

q

� �
. (10)

The above two equations can be substituted in to
Eq. (8), in order to obtain the new macroblock loss
probabilities that represent different packetization
methods.
5. TCP packet latency

What we did until this point is to identify the lost
TCP packets and the corresponding macroblocks.
However, our job is not done since we have to
calculate the expected latency for the TCP packets,
which might have been lost or not, since excessive
latency may result in useless video packets at
the decoder. If ts and td represent the time sent
and the deadline for Mn

i , respectively, then we
denote the maximum allowed latency as Dtðn;iÞ ¼

t
ðn;iÞ
d � tðn;iÞs . Clearly, Dt might have a negative value
since the deadline might be missed even before we
send the packet. However, this case does not affect
our analysis. With TCP, a lost packet is identified
either when three duplicate acknowledgments
(TD) arrive at the sender leading to an immediate
fast retransmission, or when a TO event takes
place [27]. Therefore, let PTD and PTO denote the
probability of a TD event that leads to a fast
retransmission, or an RTO expiration, respectively.
Then we can write for the probability of macroblock
Mn

i to be late based on the three possible events
(received, TD, TO):

P
ðn;iÞ
D ¼ PfLXDtg ¼ 1� PfLoDtg

¼ 1� PfLNoDtðn;iÞgP
ðn;iÞ
R

� PfLTDoDtðn;iÞgPTDP
ðn;iÞ
L

� PfLTOoDtðn;iÞgPTOP
ðn;iÞ
L . ð11Þ

The above equation is crucial since we want to
quantify these events, and therefore our goal in this
section is to calculate this probability. The problem
now reduces to finding the distribution of the end-to-
end network latency LN, the fast retransmission
latency LTD, and the latency from an RTO expira-
tion LTO. Another task is to calculate PTD and PTO.

The important point is that the latency LN refers
only to the network and not delays related to the
TCP retransmission mechanisms. Therefore, the
selection of f LN

is a decision orthogonal to our
work in this paper. In our case we will model the
one-way Internet latency as a gamma distribution
that occurs mainly due to buffering at the routing
infrastructure [21]:

f LN
ðtÞ ¼

le�ltðltÞn�1

ðn� 1Þ!
if tX0;

0 if to0:

8<
: (12)

Several possible analyses can be performed in order
to model more accurate the core network perfor-
mance, but this research is out of the scope of this
paper.

5.1. Probability of TD and TO events

In order to avoid duplicate work, we will use from
the well-known TCP model [23], the probabilities
for a packet loss to be a TO (PTO) or TD (PTD)
events. For a Bernoulli path with an average end-to-
end packet loss probability p, the probability that a
packet loss is a TO is

PTO

¼ min 1;
ð1� ð1� pÞ3Þð1þ ð1� pÞ3ð1� ð1� pÞw�3ÞÞ

1� ð1� pÞw

� �
,

and of course when the packet loss is not a TO it is a
TD making thus PTD ¼ 1� PTO.

5.2. Retransmitted packet latency

Regarding packets identified with a TD event, we
assume that the retransmission will arrive at the
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receiver. These packets will incur an additional
latency of one RTT since one backward trip time
must be consumed for the duplicate acknowledg-
ments to arrive at the sender, and one forward trip
for the retransmission to arrive at the receiver.

Concerning the packets recovered with TO,
a more elaborate analysis is needed. Recall again
Fig. 4 and more specifically what we call phase B in
this figure. This case simply considers the behavior
of the congestion window which is one segment,
when a TO has taken place. In the previous
subsection we obtained a value for the probability
of a TO happening. Therefore, we want to know
what will be the expected duration of a sequence of
TO events.

For the jth NLR the expected RTO duration will
be [23]

~L
j

TO ¼ RTO0
1þ p2 þ 2p2 þ 4p3 þ 8p4

1� p
, (13)

while the actual duration will be L
j
TO.

6. Analytical model of the expected decoder

distortion

Based on the macroblock and packet loss
probabilities that we calculated, our goal in this
section is to derive analytically the expected distor-
tion at the decoder as a function of the latency
introduced by TCP, the packetization method, and
the error-concealment method used at the decoder.

One of the assumptions that we make is that the
first intraframe in the sequence is always received,
even after a number of retransmissions must take
place. We have named Mn

i the coded macroblock at
location i of frame n. Let also f denote the pixel
value at the encoder, ~f the reconstructed value at
the decoder, and f̂ the encoder estimation of the
reconstructed pixel value at the decoder. We
denoted as Zn

i the TCP packet used to packetize
Mn

i , and as K the number of packets that packetize
the first I frame of the series. We also calculated in
the previous section the standalone probabilities for
macroblocks to be delayed P

ðn;iÞ
D , or received in time

PR ¼ ð1� PDÞð1� PLÞ.
In addition, we want to model the two simple

error-concealment methods that we described in
Section 3. Therefore, we have to take into con-
sideration the effect of delayed packets that can
be used for concealment. For EC1, we have to
calculate what is the probability for Mn

i to be
delayed, given that the macroblock which can
conceal it (Mn�1
i ) was received in time (P

ðn;iÞ
RD), or it

was also delayed (P
ðn;iÞ
DD). For spatio-temporal error-

concealment mode EC2, we have to calculate the
same quantities but for macroblock Mn

i�1. We also
made the assumption that the first frame n ¼ 0 is
always received, which means that P

ðn;iÞ
RD and P

ðn;iÞ
DD

will be equal to zero. In addition, when Mn
i and

Mn�1
i are placed in the same packet, this means that

the macroblock which is valid for concealment has
been received and with it the macroblock that could
conceal. Therefore in this case the probability P

ðn;iÞ
RD

will be zero. Therefore, P
ðn;iÞ
RD is written as

P
ðn;iÞ
RD ¼

0 if n ¼ 0;

P
ðn�1;iÞ
R P

ðn;iÞ
D if n40; EC1 and Zn

i aZn�1
i ;

0 if n40; EC1 and Zn
i ¼ Zn�1

i ;

P
ðn;i�1Þ
R P

ðn;iÞ
D if n40; EC2 and Zn

i aZn
i�1;

0 if n40; EC2 and Zn
i ¼ Zn

i�1:

8>>>>>>><
>>>>>>>:

(14)

The non-zero terms in the above equation are
explained as follows: the probability for Mn

i to
be delayed, precisely after the successful delivery
of the required MB for concealment, is given
as the multiplication of P

ðn�1;iÞ
R P

ðn;iÞ
D for EC1 and

P
ðn;i�1Þ
R P

ðn;iÞ
D for EC2, when the two events are

independent (i.e. they belong to different packets).
Similar for the probability that Mn

i was delayed,
given that the macroblock which can conceal it
(Mn�1

i ) was also delayed:

P
ðn;iÞ
DD ¼

0 if n ¼ 0;

P
ðn�1;iÞ
D P

ðn;iÞ
D if n40; EC1 and Zn

i aZn�1
i ;

1 if n40; EC1 and Zn
i ¼ Zn�1

i ;

P
ðn;i�1Þ
D P

ðn;iÞ
D if n40; EC2 and Zn

i aZn
i�1;

1 if n40; EC2 and Zn
i ¼ Zn

i�1:

8>>>>>>><
>>>>>>>:

(15)

The next step is the calculation of the expected
value of a reconstructed pixel at the decoder.
Eqs. (16) and (17) depict the expected pixel values
f̂

n

x;y, for intracoded and intercoded macroblocks.
The pixel value will be equal to the reconstructed
value at the encoder times the probability to receive
the MB correctly P

ði;nÞ
R

~f
n

x;y, plus the probability to
lose this MB, and so use the reconstructed value of
the same pixel of the previous frame f̂

n�1

x;y (error-
concealment is used). In the second case, if there is
an MB before it, the decoder uses a different EC
method. This event requires the addition of the
probability that this MB is lost and the previous
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MB (Mn�1
i ) was received correctly which will be the

value of this pixel in the previous frame (f̂
n�1

u;v ).

Finally, we have to add the probability that both the
previous and the current MB are lost and another

pixel from the previous frame (f̂
n�1

x;y ) is used. The

value ~en
x;y in the following equations denotes the

IDCT residue that is added to the reconstructed
pixel values:

f̂
n

x;y ¼

P
ðn;iÞ
R

~f
n

x;y þ P
ðn;iÞ
RD f̂

n�1

x;y

þP
ðn;iÞ
DD f̂

n

x�1;y if EC1/EC2;

P
ðn;iÞ
R

~f
n

x;y þ P
ðn;iÞ
RD f̂

n

x�1;y

þP
ðn;iÞ
DD f̂

n�1

x;y if EC2/EC1;

8>>>>>>><
>>>>>>>:

(16)

f̂
n

x;y ¼

P
ðn;iÞ
R ð~e

n
x;y þ f̂

n�1

u;v Þ þ P
ðn;iÞ
RD f̂

n�1

x;y

þP
ðn;iÞ
DD f̂

n

x�1;y if EC1/EC2;

P
ðn;iÞ
R ð~e

n
x;y þ f̂

n�1

u;v Þ þ P
ðn;iÞ
RD f̂

n

x�1;y

þP
ðn;iÞ
DD f̂

n�1

x;y if EC2/EC1:

8>>>>>>><
>>>>>>>:

(17)

After calculating the expected pixel values, the
global distortion will be given as the mean absolute
differences (MAD) of the pixel values in frame n, for
the either intra- or intercoded MB i:

MADðMn
i Þ ¼

P16
y¼1

P16
x¼1jf

n;i
x;y � f̂

n;i

x;yj

256
. (18)

7. Encoding mode selection with Lagrangian

optimization

The question that rises now is how to utilize this
analytical model of the expected decoder distortion.
What we claim is that the more accurate distor-
tion estimate at the encoder can lead to a better
allocation of the available TCP rate through
selection of the encoding mode of each individual
macroblock. Even though this principle has been
demonstrated before [36,33], in this paper we are the
first to consider the effect of a transport protocol,
and the specific loss pattern that introduces, in the
behavior of the real-time encoder.

The next question that has to be answered is how
to select the encoding mode for each macroblock.
This decision must be done so that the encoded
macroblocks conform to the bit budget calculated
by the encoder rate control algorithm. Our task
is to allocate the bit budget per frame to each of the
macroblocks that are about to be encoded, by
selecting an intra- or predictive encoding mode.
To formalize this problem, consider the group
of m macroblocks that belong to frame n, i.e.
Mn ¼ ðMn

1; . . . ;M
n
mÞ. Also consider the encoding

vector for these macroblocks Hn
¼ ðyn

1; . . . ; y
n
mÞ,

where y 2 fintra; interg. If there is a number
of N frames waiting to be encoded, with U ¼
ðM1; . . . ;MN Þ, the objective is to

minE½DðU;HÞ� such that RðUÞpRc. (19)

Rc is the current rate constraint imposed by
TCP. The expected distortion for a macroblock
i 2 ð1; . . . ;mÞ that belongs to frame n will be
D½Mn

i � ¼MADðMn
i Þ, that was derived in Eq. (18).

Now, the objective of the Lagrangian relaxation
problem we define is to select the optimal vector H�

so that the overall distortion is minimized.
The above constrained Lagrangian optimization

problem can be formally defined in an unconstraint
form for all N frames up to be encoded:

min
XmN

s¼1

Js ¼ min
XmN

s¼1

E½DðU;HÞ� þ l
XmN

s¼1

RðUÞ

 !
.

(20)

The selection of the optimal Lagrange multiplier l
can be selected using several alternatives. We
followed the same approach as in [34] in order
to simplify comparison. So for a frame n this
parameter is set as

ln ¼
2Bn þ ðg� BnÞ

Bn þ ðg� BnÞ
ln�1, (21)

where Bn denotes the current occupancy of the
encoder buffer before frame n was encoded.
8. Implementation issues

Based on our analysis that we performed, our
objective now is to define a practical streaming
protocol. In Fig. 5, we present in pseudo-code the
final protocol, which is based on the previous
analysis and derived analytical results. As it can
be understood, identifying the optimal encoding
vector H� is a time consuming task since the MAD
operation must be performed twice for the m

macroblocks of a single frame. For the QCIF
sequences ð176� 144Þ, we have that m ¼ 99, and
therefore 198 MAD calculations are performed and
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Fig. 5. Protocol for video streaming with TCP.
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the minimum for each individual macroblock is
selected.

The implementation of real-time encoding is a
challenging task with respect to the performance
of the actual software implementation. Especially
with new codecs like H.264, the complexity of the
encoder requires significant processing costs. How-
ever, the reader can understand that our methodol-
ogy is not tied to the specific codec that we are
using. In fact any of the codecs that use the hybrid
spatio/temporal principle for encoding can be used.
We selected H.263 primarily for its use in interactive
video communication applications and for its simple
and fast software implementation [11].

9. Experiments

The network setup shown in Fig. 6 was used
throughout our experiments in this paper. The
scenario assumes a sender and a receiver that are
linux boxes while a freeBSD machine is used for
controlling the bottleneck link. The Dummynet
software [7] was used in the middlebox in order to
emulate various link configurations in terms of
packet loss rate, bandwidth, and delay. The QCIF
FOREMAN, CARPHONE, and MISS AMERICA
sequences [29] were used for real-time encoding with
the H :263þþ encoder [11] at various bitrates.
Slices that consist of 11 macroblocks were pack-
etized into RTP packets and then sent to TCP (nine
slices per frame). Due to the short duration of the
sequences (150 frames), they were repeatedly fed as
input to the encoder. The capacity of the bottleneck
link between the two routers is set at C bps while
the delay was constant at 10ms. The results
were obtained by running the same scenario 100
times and averaging the PSNR values of the same
experiments.

Encoder dynamics: We start presenting our
experimental results by showing in Fig. 7 the PSNR
at the encoder as a function of the frame number.
For our comparative experiments we implemented
the ROPE algorithm [36] while TCP was also used
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for transport. The first observation is that the
ROPE rate–distortion metric provides a more
generous encoding rate leading to a slightly higher
PSNR when no packet loss takes place. In the case
of RDOMS-TCP, the metric is slightly more
pessimistic about the state of transport channel/
protocol. While frame number 60 was being
encoded, the Bernoulli path model generated a
burst packet loss at the bottleneck, leading to a fast
retransmission of several packets by TCP. When
this happened, for RDOMS-TCP the short-term
latency is expected to be increased sharply for the
retransmitted packets (even if no further packet
loss is observed). This means that retransmitted
macroblocks will be late, since we use EC1 and
at the decoder they are being replaced by the
same macroblock of the previous frame. The
RDOMS-TCP MAD estimate in this case will be
more precise (lower value), while the ROPE-TCP
MAD will have higher value since it ignores this
retransmission. This allows more bits to be freed for
encoding of other macroblocks as intra, increasing
thus encoder PSNR. However, with ROPE-TCP the
algorithm considers the bad channel state but
for few dropped packets, and assumes that when
the bad state is over the protocol can fully exploit
the channel.

Distortion estimate: The above analysis helped
us highlight the operating flow of our algorithm in
the real-time encoder. The real objective is to
demonstrate that the more precise distortion esti-
mates, based on the additional protocol parameters,
can lead to significant quality improvements at
the decoder. Therefore we will now evaluate the
accuracy of the distortion metric. However, the
ROPE algorithm was developed by assuming a two-
state Gillbert–Elliot underlying channel model,
without accounting, however, for the possible use
of TCP. This configuration might seem unfair, but
recall that our objective is to evaluate the perfor-
mance of our new distortion model which accounts
for TCP (TCP-RDM).

Fig. 8 presents comparative results of the actual
distortion, for the ROPE and TCP-RDM metrics
for the MISS AMERICA sequence for an end-to-
end channel packet loss probability of 10�3. What
we see in this figure is that ROPE overshoots the
actual decoder PSNR. This is of course something
to be expected since the algorithm was not
engineered in the first place to consider TCP.
However, the results for the proposed TCP-RDM
highlight essentially our main idea that a more
accurate distortion estimate can be obtained if we
consider TCP when it is used for video streaming.
Results for the same experiment but for the
sequence CARPHONE are shown in Fig. 8(b),
and we observe that same pattern happens there too
but with higher mismatches. The reason is that the
CARPHONE sequence is characterized by more
sudden movement pattern between successive video
frames.

In Fig. 9 we present a different set of results that
were obtained when we increased the end-to-end
channel packet loss probability to 10�2. By setting
the packet loss probability at a higher value we
wanted essentially to test the behavior of the model
since TCP will suffer from an increased number
of TD events and TO. The distortion estimate
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with TCP-RDM is even better from the previous
experiments as it can be seen in Fig. 9 for both
MISS AMERICA and CARPHONE sequences.
What happens is that the channel is not utilized
properly since TCP TO last even after the channel
has been returned into the good state.

Encoding mode selection: The next step is to
evaluate the performance of the proposed encoding
mode selection algorithm. For our comparison in
this section, we implemented the BWSS algorithm
[19] which is a methodology that attempts to
minimize TCP bandwidth fluctuations. This last
method is a purely transport level optimization that
does not involve any distortion estimates. However,
we think that it is necessary to compare this
algorithm with our work in order to demonstrate
the effectiveness of different approaches.
Fig. 10 presents PSNR as a function of the
channel packet loss probability for real-time target
encoding rate of 256 kbps and 64 kbps, respectively.
We compare our approach with reproduced results
from [33] that implements an RD optimal mode
selection (RDOMS) policy for streaming with UDP,
and the approach at [19] that also considers
streaming with TCP. We see that when the target
bitrate was 256 kbps, the RDOMS/UDP approach
outperforms both the other two. However, the
benefit of the proposed RDOMS algorithm comes
into place when TCP is used for transport. It clearly
outperforms by 2–2.5 dB, a purely TCP-based
streaming approach, which does not consider the
protocol behavior. More importantly, for higher
packet loss rate, the performance in terms of PSNR
is increasing. When the target bitrate was set to
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64 kbps, PSNR presents the same trend, but this
time the effect is not so severe, due to the lower
bitrate injected to the network.
10. Conclusions

In this paper we presented a mechanism for video
streaming with the transmission control protocol
(TCP) that uses a new RD metric (TCP-RDM) that
characterizes the expected video distortion at the
decoder. Initially, we developed this metric so that it
considers TCP introduced latency, the packetization
method, and error-concealment method at the
receiver. Based on this analytical distortion model
we proposed an algorithm for rate–distortion
optimized mode selection (RDOMS-TCP). This
algorithm specifies the encoding of each macroblock
in intra- or predictive mode. Experimental results
for real-time encoded video streaming showed
PSNR improvement of nearly 2 dB over other
methods that we tested for TCP video streaming.

Our goal was to demonstrate that TCP presents a
viable solution for the transport of real-time
encoded video bitstreams. We think that our work
is one step towards this direction, since we showed
that if additional optimizations are applied at the
encoder, further quality improvement can be
observed. We believe that the wide-scale deploy-
ment of TCP, and the implementation of the
proposed algorithm at the application level, can
lead to a practical system.
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