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Abstract—Real-time video communication over wireless multi-hop networks has gained significant interest in the last few years. In this paper, we focus our attention on the problem of source coding and link adaptation for packetized video streaming in wireless multi-hop networks when network nodes are media-aware. We consider a system where source coding is employed at the video encoder by selecting the encoding mode of each individual macro-block, while error control is exercised through application-layer retransmissions at each media-aware network node. For this system model, the contribution of each communication link on the end-to-end video distortion is considered separately in order to achieve globally optimal source coding and ARQ error control. To reach the globally optimal solution, we formulate the problem of Joint Source and Distributed Error Control (JSDEC) and devise a low-complexity solution algorithm based on dynamic programming. Extensive experiments have been carried out on the basis of H.264/AVC codec to demonstrate the effectiveness of the proposed algorithm over the existing Joint Source and Channel Coding (JSCC) algorithm in terms of PSNR perceived at the decoder under time-varying multi-hop wireless links.

I. INTRODUCTION

Real-time video communication services such as video telephony, video conferencing, video gaming, and mobile TV broadcasting, are considered very important applications for wireless multi-hop networks. However, the dissemination of pre-compressed or real-time video over wireless networks is characterized by several problems [1]. A particular characteristic of existing and emerging networks that is usually overlooked by video streaming applications, is that an end-to-end path consists of several interconnected physical networks which are heterogeneous and have asymmetric properties in terms of throughput, delay, and packet loss. Congested last-mile wireline links (e.g., DSL links) or wireless access networks (e.g., WiFi) are some of the real-life examples. In such networks, employing measurements or congestion control in the end-to-end fashion might not provide end-systems with a correct status of the network characteristics [2], [3]. For example, some wireless hops in the end-to-end path as shown in Fig. 1 may face bad channel conditions. For a video streaming application, a pure end-system implementation might unnecessarily limit the choices of the video encoder or the streaming algorithms with respect to the optimal streaming rate and the error control strategy along the end-to-end path. Therefore, proxy-based solutions are usually proposed to deal with this situation. However, for real-time video encoding systems, the majority of the current proxy-based streaming approaches have mainly focused on wireless networks only at the last hop [1]. Moreover, even for the wireline networks, most of the current research only makes use of a single proxy [4].

We have recognized the importance of this problem in [2] where we considered pre-compressed video streaming over a wireline network. In this paper, we address the aforementioned problems in a systematic fashion by proposing a novel mechanism that integrates into a joint optimization framework the parameters that affect the encoding and transmission of a video stream in a multihop mesh network. Toward this end, we focus on generalizing the approach on the basis of Joint Source and Channel Coding (JSCC) which can integrate both network/transport parameters and the source characteristics for improving the system performance [5], [6]. The objective of JSCC is to distribute the available channel rate between source and channel bits so that the decoder distortion is minimized. However, the situation that we described will essentially translate into sub-optimal JSCC allocation when it is exercise over several physical channels [3].

II. PROPOSED SYSTEM

Both the distortion estimation and resource allocation algorithms are implemented at the streaming server and encoder. The encoder calculates for each macroblock the
estimated source distortion and channel distortion. The average channel distortion is calculated for each packet erasure channel \(h\), based on the reported feedback from the corresponding proxy (packet erasure rate \(\epsilon_h\)). By using these estimates, the encoder calculates the optimal encoding mode \(\mu\) for each individual macroblock (source coding), while the optimal number of retransmissions \(\sigma\) for the corresponding transport packet (error control) is calculated locally by each proxy. Therefore, source-channel coding is applied jointly, i.e. the encoder decides the encoding mode while it also indirectly determines the optimal rate dedicated to channel coding with ARQ. An important advantage of the JSDEC algorithm is that the proxy does not require the notification of the optimal rate for channel coding. Furthermore, each proxy decides individually the maximum number of allowed retransmissions for a particular video packet, since it can deduce the optimal channel coding rate.

A. End-to-End Distortion Estimation

The Recursive Optimal Per-pixel Estimate (ROPE) algorithm has been adopted to calculate distortion recursively across frames [7], meaning that the estimation of the expected distortion for a frame currently being encoded is derived by considering the total distortion introduced in previous frames.

We consider a \(N\)-frame video clip \(\{f_1, ..., f_N\}\). During encoding, each video frame is divided into \(16 \times 16\) macroblocks (MB), which are numbered in the scan order. In our implementation, the packets are constructed such that each packet consists of a row of MBs and is independently decodable. The terms of row and packet sometimes are interchangeably used in this paper. When a packet is lost during transmission in the network, we use the temporal-replacement error concealment strategy. Therefore, the motion vector of a missing MB is estimated as the median of motion vectors of the nearest three MBs in the preceding row. If the previous row is lost too, the estimated motion vector is set to zero. The pixels in the previous frame, which are pointed by the estimated motion vector, are used to replace the missing pixels in the current frame.

Let \(I\) be the total number of packets in one video frame, and \(J\) the total number of pixels in one packet. Let us denote \(f_{n,i}^j\) the original pixel value of pixel \(j\) of the \(i\)th packet in frame \(n\), \(\tilde{f}_{n,i}^j\) the corresponding encoder reconstructed pixel value, \(\hat{f}_{n,i}^j\) the reconstructed pixel value at the decoder, \(E[d_{n,i}^j]\) the expected distortion at the receiver for pixel \(j\) of the \(i\)th packet in frame \(n\). Then the total expected distortion \(\mathcal{E}[D]\) for the entire video sequence can be calculated by summing up the expected distortion of all the pixels

\[
\mathcal{E}[D] := \sum_{n=1}^{N} \sum_{i=1}^{I} \sum_{j=1}^{J} E[d_{n,i}^j]
\]

where the Mean-Squared Error (MSE) is

\[
E[d_{n,i}^j] = E[(f_{n,i}^j - \hat{f}_{n,i}^j)^2] = (f_{n,i}^j)^2 - 2f_{n,i}^j E[\hat{f}_{n,i}^j] + E[(\hat{f}_{n,i}^j)^2]
\]

Since \(\hat{f}_{n,i}^j\) is unknown to the encoder, it can be thought as a random variable. To compute \(E[d_{n,i}^j]\), the first and second moments of \(\tilde{f}_{n,i}^j\) are are calculated similar to [7].

III. THE ERROR CONTROL PROXY

The functionality realized at the proxy is an application-layer delay-constrained ARQ error control algorithm for video packets. ARQ is exercised on a local scope only between two successive nodes (i.e., proxy, sender, or receiver). A negative acknowledgment scheme is used for this purpose. In practice, the proxy is a network node that terminates RTP sessions [8]. This is necessary since it has to monitor the sequence number space of each RTP flow. Part of the available bandwidth at the proxy is allocated to forward incoming video packets. The remaining of the available bandwidth is used for retransmitting packets locally stored at the proxy.

A. Packet Loss Rate

Based on the above design, we can calculate the impact of the ARQ algorithm at each proxy on the aggregate packet loss rate and the latency experienced by the transmitted video packets. The communications network considered in this work is packet-switched, and the adopted packet loss model is an “erasure channel”. We consider a Markov chain for characterizing transitions from good to bad states of each individual channel. For this channel model, if the packet erasure rate of hop \(h\) at the network layer is \(\epsilon_h\) and the average number of retransmissions for a particular video transport packet \(i\) is \(m_{h,i}\), then the resulting residual packet loss rate is \(\epsilon_{h, i}^{m_{h,i}}\).

Some packet loss is not caused by packet erasure (\(\epsilon_{h, i}^{m_{h,i}}\)) rather the excessive delay \(\tau_h\) for the hop \(h\). If the transmission delay for hop \(h\) is \(L_h\), the above probability can be expressed as \(P_r[L_h > \tau_h]\). Then the overall packet loss rate due to packet erasure and packet delay is:

\[
\rho_{h, i} = \epsilon_{h}^{m_{h,i}} + (1 - \epsilon_{h}^{m_{h,i}})P_r[L_h > \tau_h]\]

An important parameter of this formula is the actual distribution of retransmissions for a given permissible range. This value can be calculated using the adopted channel model. The probability of \(k\) retransmissions for a successful delivery of packet \(i\) is given by:

\[
\pi(k, \sigma_{h,i}) = \frac{(1 - \epsilon_h)^k}{1 - \epsilon_h^{\sigma_{h,i} + 1}},
\]

where \(\sigma_{h,i}\) is the maximum transmissions for source packet \(i\) on link \(h\). Given \(\sigma_{h,i}\) and \(\epsilon_h\), we can also calculate the average number of retransmissions per packet \(i\) for hop \(h\) as:

\[
m_{h,i} = \frac{1 - \epsilon_h^{\sigma_{h,i} + 1}}{1 - \epsilon_h}
\]

Equation (4) accounts for the two possible reasons of packet loss in the network, namely excessive delay and channel erasure. In literature, this method of calculating the residual PER was first introduced in the seminal work of [9]. Regarding Equation (5), it captures the channel erasure effect as Bernoulli distribution as well as the effect of truncated ARQ by \(\sigma_{h,i}\).
Therefore, the average packet transmission delay for each hop $h$ is given by

$$L_h(i) = \sum_{k=0}^{\sigma_{h,i}} \pi(k, \sigma_{h,i})[k \cdot RTT_h + FTT_h],$$  \quad (6)$$

where $FTT_h$ and $RTT_h$ are the forward and the round trip delay of hop $h$, respectively. Thus, within the proposed framework, error control (i.e. channel coding) is exercised locally at each proxy by enforcing the maximum number of retransmissions for each specific packet and hop $\sigma_{h,i}$.

Therefore, we can express the overall end-to-end packet loss rate for $H$ tandem proxies as

$$p_i = 1 - \prod_{h \in H} (1 - \rho_{h,i}).$$  \quad (7)$$

The only parameter which needs to be estimated is the forward delay of each of the tandem-connected links. In this work, we model the one-way network delay as a Gamma distribution, since this distribution captures the main reason of network packet delays, which is due to buffering in the wireless nodes [10].

IV. OPTIMIZATION FRAMEWORK FOR SOURCE CODING AND DISTRIBUTED ERROR CONTROL

In this section, we jointly optimize the source coding and distributed error control parameters within our proposed framework. The goal is to minimize the perceived video distortion for available reliable transport and packet error rate. First, we formulate the problem as a constrained minimum distortion problem. Then, we give the optimal solution using dynamic programming.

A. Problem Formulation

In the following, we will define the rate-distortion optimization problem. Let $\vec{\mu}(n)$ and $\vec{\sigma}(n)$ denote the vectors of source coding and channel error control parameters for the $n$-th frame, respectively. Then, the end-to-end distortion minimization problem is:

$$\min_{\vec{\mu} \in \mathcal{U}, \vec{\sigma} \in \mathcal{X}} \sum_{n=1}^{N} \sum_{i=1}^{I} E[D_{n,i}](\vec{\mu}(n), \vec{\sigma}(n))$$

s.t. $R_S + R_{C_h} \leq R_{T_h} \quad \forall h \in H$ \quad (8)

where $\mathcal{U}$ and $\mathcal{X}$ are the entire sets of available vectors of $\vec{\mu}(n)$ and $\vec{\sigma}(n)$ respectively, and $H$ is the number of tandem-connected nodes. $R_S$, $R_{C_h}$ denote the rates allocated to source coding and error control, respectively. $R_{T_h}$ is the total available channel rate. Furthermore, the achievable channel rate $R_{T_h}$ can be denoted in terms of channel bandwidth $W_{T_h}$:

$$R_{T_h} = W_{T_h} \log_2(1 + \xi)$$  \quad (9)$$

where $\xi$ is the time-varying channel SNR. Therefore, the fluctuating channel data rate is reflected. The rate constraint for retransmitted packets must be satisfied by every proxy in the end-to-end path. Recall that the average number of retransmissions at each proxy is $m_{h,i}$ and the residual network packet loss rate is $\rho_{h,i}$. Therefore, the bit rate constraint that needs to be satisfied for frame $n$ at each proxy $h$ is:

$$\sum_{i=1}^{I} R_s(\vec{\mu}(n)) \cdot m_{h,i} + \sum_{i=1}^{I} S_i \cdot m_{h,i} \leq R_{T_h} \quad \forall h \in H$$  \quad (10)$$

where $S_i$ is the size parity bits of packet $i$. The first term in Equation (10) denotes the source coding rate for frame $n$, and the second term is the channel rate estimation for the retransmitted packets of frame $n$. What we have achieved in (10) is to decouple the transmission rate constraints for the paths connected in tandem.

B. The Optimal Solution for the Minimum Distortion Problem

For simplicity, let us denote the parameter vector of packet $i$ in video frame $n$ as $\mathcal{V}_n := \{\vec{\mu}(n), \vec{\sigma}(n)\}$, where $w(1 \leq w \leq N \times I)$ is the index of the packet $i$ of the whole video clip. Clearly, any selected parameter vector $\mathcal{V}_n$ resulting in the total bit rate of source and channel coding to be greater than $R_{T_h}$ is not in the optimal parameter vector $\mathcal{V}_n^* := \{\vec{\mu}^*(n), \vec{\sigma}^*(n)\}$. Therefore we set the average distortion of a packet with bit rate larger than the maximum allowable bit rate to infinity, meaning that a feasible solution will not result in any bit rate greater than $R_{T_h}$. Therefore, the minimum distortion problem with rate constraint can be transformed into an unconstrained optimization problem. Without losing generality, we assume that the current packet will depend on the latest $a$ packets ($a \geq 0$), due to the concealment strategy. To solve the optimization problem, we define a cost function $C_i(\mathcal{V}_{i-a}, \ldots, \mathcal{V}_1)$ which represents the minimum average distortion up to and including the packet $i$, given that $\mathcal{V}_{i-a}, \ldots, \mathcal{V}_1$ are the decision vectors for the packets $(i-a), \ldots, i$. Let $\mathcal{P}$ be the total packet number of the video clip, and we have $\mathcal{P} := N \times I$. Therefore, $C_P(\mathcal{V}_{\mathcal{P}-a}, \ldots, \mathcal{V}_{\mathcal{P}})$ represents the minimum total distortion of the whole video clip. Thus solving (8) is equivalent to solve

$$\min_{\mathcal{V}_{\mathcal{P}-a}, \ldots, \mathcal{V}_{\mathcal{P}}} C_P(\mathcal{V}_{\mathcal{P}-a}, \ldots, \mathcal{V}_{\mathcal{P}}).$$  \quad (11)$$

The key observation for deriving an efficient algorithm is the fact that given $a + 1$ control vectors $\mathcal{V}_{i-a-1}, \ldots, \mathcal{V}_1$ for the packets $(i-a-1), \ldots, (k-1)$, and the cost function $C_{i-1}(\mathcal{V}_{i-a-1}, \ldots, \mathcal{V}_{i-1})$, the selection of the next control vector $\mathcal{V}_i$ is independent of the selection of the previous control vectors $\mathcal{V}_1, \mathcal{V}_2, \ldots, \mathcal{V}_{i-a-2}$. This means that the cost function can be expressed recursively as

$$C_i(\mathcal{V}_{i-a}, \ldots, \mathcal{V}_1) = \min_{\mathcal{V}_{i-a}, \ldots, \mathcal{V}_{i-1}} \{C_{i-1}(\mathcal{V}_{i-a-1}, \ldots, \mathcal{V}_{i-1}) + E[D_{n,i}]\}.$$  \quad (12)$$

This recursive representation of the cost function makes the future step of the optimization process independent of its past steps, which consists of the foundation for dynamic programming. Therefore, the problem can now be converted into a graph theory problem of finding the shortest path in a directed acyclic graph (DAG).
V. EXPERIMENTAL RESULTS

In this section, we design experiments to evaluate the performance of the proposed JSDEC system. A topology similar to the one shown in Fig. 1 is used for experiments in this paper. The QCIF (176 × 144) sequence “Foreman” is adopted for real-time encoding with the H.264/AVC JM12.2 codec [11]. The network topology is simulated using NS-2. All frames except the first are encoded as P frames. The target frame rate is set to 30 frames/second. The channel is assumed to be frequency-flat and time-invariant during the transmission of a packet but may vary from packet to packet. The average SNR of each hop in a given path is $\bar{\xi}$, then the random link quality $\xi$ experienced by each packet is generated according to Rayleigh distribution, whose Probability Density Function (PDF) is:

$$p_\xi(\xi) = \frac{1}{\bar{\xi}} e^{-\frac{\xi}{\bar{\xi}}} \quad (13)$$

where $\bar{\xi} := E[\xi]$ is the average received SNR.

The propagation delay of each link is set to 10$\mu$s. In the simulations, quantization step size (QP) $q$ is considered for source coding parameter. PSNR is adopted to evaluate the distortion between the original sequence and the reconstructed sequence at the receiver. Since the duration of the given video sequence is short (300 frames), the initial startup delay at the decoder playback buffer is set to five frames. In the case of a buffer underflow, re-buffering is performed until two more frames are received. We compare the proposed JSDEC system with a typical JSCC system where each proxy employs error control individually, without coordination with the encoder. In the adopted JSCC system, channel quality information (packet loss rate) is fed back to the source node for the optimization of the encoder behavior by choosing the optimal source coding parameters. However, this existing JSCC system is not able to control the ARQ behavior. Both systems adopt the same packetization scheme under the same network environment to ensure fairness. In all experiments, we set the number of frames stored at each proxy equal to four.

First, we present the experimental results for the proposed JSDEC system comparing with the existing JSCC system, when the packet loss rate is constant. The results for two tandem connected hops (i.e. one ARQ proxy) when $W_{T2} = 0.3 MHz$ and $R_{T2} = 0.6 MHz$ are shown in Fig. 2(a) and Fig. 3(b), respectively. We compare the performance difference of the JSCC and JSDEC systems while the feedback sent from the proxy back to the encoder is subject to a delay equal to the transmission delay of one frame. The two links attached to the same proxy are configured with the same packet erasure rate of $\epsilon_1 = \epsilon_2 = 2\%$. The y-axis corresponds to PSNR (dB) while the x-axis corresponds to the available channel bandwidth on the first hop of the path (i.e., $W_{T1}$).

In Fig. 2(a), the available channel bandwidth of the second hop is set to 0.3MHz, (i.e., $W_{T2} = 0.3 MHz$) while the available channel bandwidth of the first hop $W_{T1}$ changes from 0.2MHz to 0.4MHz at a step size of 50KHz. Our simulation results indicate that the proposed JSDEC system achieves the largest performance gain (about 6dB) at around $W_{T1} = W_{T2} = 0.3 MHz$. When $W_{T1}$ is either increased or decreased from 0.3MHz, the performance gain is lower, but still significant compared with the JSCC system. However, if the bandwidth difference between the two available channels become even larger, the performance gain will decrease significantly. For instance, when $W_{T1}$ is at either 0.2MHz or 0.4MHz, there is only 1-2dB PSNR performance increase. To explain this, when $W_{T2}$ is fixed at 0.3MHz, the much lower value of $W_{T1}$ constrains the upper bound of the source encoding rate. This indirectly allows most of the available rate on the second channel $R_{T2}$ to be used for error control and thus leads to minimal channel distortion. Similarly, if the value of $W_{T1}$ is much higher than 0.3MHz, the channel on the first hop introduces little channel distortion because of the significant spare bandwidth available for error control. Nevertheless, when the network does not operate in such highly asymmetric as far as channel rates are concerned, the performance improvement of decoded video quality of JSDEC over JSCC is more considerable because the sender can calculate an optimal source rate from a wider range, not limited by any of the two channels. That is to say, our proposed system is more proactive in allocating part of the available channel rate for error control since it can lead to improvement in the overall video quality. Therefore, the resources used by source coding and error control are globally optimized in a joint and distributed way to achieve the best user-perceived quality. This conclusion is also supported by the simulation.
results that we will provide in the following paragraphs.

Similarly, in Fig. 3, \( W_{T2} \) is set to 0.6\,MHz, while \( W_{T1} \) varies from 0.2\,MHz to 0.4\,MHz at a step size of 0.05\,MHz. In this figure, the performance gain achieved by using JSDEC over JSCC is much lower compared with that shown in Fig. 2(a). This is because in Fig. 2(b) the available channel bandwidth of the channel of the second hop is always much higher than that of the first one. Thus, there is always enough rate on the channel of the second hop to be allocated for error control, which mitigates channel distortion.

To examine the system performance under different parameters, we then present in Fig. 3(a) and Fig. 3(b) experimental results for a configuration where the packet loss rates vary within the range of 1–5\%, while the channel bandwidths are kept constant at 0.3\,MHz. Similarly, we also assume that the two links in tandem are attached through a single proxy. In both figures, we set the average PER of the first hop \( \epsilon_1 \) to 2\% and 5\%, respectively, while \( \epsilon_2 \) changes from 1\% to 5\%.

Based on the results shown in these two figures, we can conclude that if either \( \epsilon_1 \) or \( \epsilon_2 \) is low, the performance does not differ much. To explain, low PER corresponds to few packet losses and thus little channel distortion. However, when either of these packet erasure rates increase, channel distortion will also increase. More interestingly, when the discrepancies in the packet erasure rates are significant, and especially under high PER, the performance gain achieved by using the proposed system is higher when compared with the JSCC system. This means that it is much more crucial to use JSDEC when the two hops undergo significant difference in link quality, which also explains that the proposed system is particularly useful for multi-hop scenarios.

In Fig. 4 we present results for the case that \( W_{T1} \) and \( W_{T2} \) are both set to 0.3\,MHz. We measure the bit rates allocated for error control under the JSDEC and JSCC systems when \( \epsilon_1=2\% \) and \( \epsilon_1=5\% \) on average, respectively, while \( \epsilon_2 \) changes from 1\% to 5\% at a step size of 1\% for both cases. It can be observed from the figure that with the increase of packet erasure rate, the resources allocated for error control always increase. More importantly, even under the same PER value, the proposed JSDEC always allocates more resources for error control, which explains the performance gains observed in Fig. 2. However, the JSCC system is unable to account for these situations on the second hop, and as a result it can not select a source coding rate that enables the optimal error control on the second hop.

VI. CONCLUSIONS

In this paper, we have presented a system for joint error resilient source coding and distributed application-layer error control (JSDEC) suitable for video streaming in wireless multi-hop networks. The proposed system employs distributed error control by using a lightweight application-layer ARQ scheme residing in the intermediate nodes. We have demonstrated that in order to achieve globally optimal joint source and channel coding decisions for packet video transmission over wireless multi-hop networks, the end-to-end video distortion estimate must consider the contribution of each communications link. We have derived a model for a path that consists of multiple packet erasure channels connected in tandem. The formulated problem has then been solved based on dynamic programming, incurring moderate complexity at the streaming server. Experiments carried out with NS-2 and H.264/AVC have validated the efficacy of the proposed scheme under different channel conditions.
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